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INTRODUCTION 
Bias in research may be defined as anything which tends to make 
a conclusion differ systematically from the truth (I). 

The gold standard for unbiased evaluation of therapies is the 
randomized clinical trial (RCT), which represents a major advance 
in medicine. In 1898, Fibiger reported a study in which patients 
were treated with or without anti-diphteria serum according to date 
of admission (2). The first time random numbers were used in 
treatment allocation appears to be in the trial of streptomycin in 
tuberculosis, reported in 1948 by the Medical Research Council in 
Britain (3). 

However, neither randomization nor double-blinding of therapies 
guarantees freedom from bias. The reading of published reports of 
RCTs may lead to a biased evaluation of therapies if 1) published 
reports represent a biased sample of all trials carried out, 2) the 
collected reports represent a biased sample of all reports, 3) the 
design, analysis, or interpretation of the trials are biased, 4) the 
reader is biased. 

It is an empirical question to what degree these factors influence 
the truth about therapies. Bias that may escape detection in a nar- 
rative literature review may become apparent in a nletu-u~raljisis (ie 
a quantitative integration of research findings from several studies 
with statistical methods (4)). Accordin~ly. one may evaluate the 

credibility of a research area by collecting as complete a sample of 
papers as possible, irrespective of language and place of publica- 
tion, and by judging whether the collection of results is both likely 
and compatible with other knowledge. 

To elucidate sources, amount and importance of bias in drug 
trials, this review focuses particularly on reposts of double- 
blind RCTs of nonsteroidal anti-inflammatory drugs (NSAIDs) in 
rheumatoid arthritis, which I have analyzed in depth (5-10). Apart 
from a few dose-response studies, all the trials involved a compari- 
son of two or more active drugs; in addition, some of them had a 
randomized placebo. 

PUBLICATION BIAS 
Publication bias, defined as preferential publication of "positive" 
(statistically significant) results over "negative" ones, is an impor- 
tant bias to which companies, authors, and editors contribute. 

I know of one trial that was never published for the very reason 
that the company's drug was less effective than the control drug. 
Others have also described company pressures on investigators or 
on journals to prevent publication of unfavourable results (1 1). 

In psychology, the probability that potential authors would sub- 
mit a manuscript before further data collection was 0.49 if the result 
was positive, but only 0.06 if it was negative (12). The effect size 
in cancer trials was smaller in unpublished studies (13), whereas 
in studies of sex bias in counselling and psychotherapy, the ef- 
fect size was of the same magnitude in unpublished and published 
studies, but with the opposite sign! (14). In a review with several 
deficiencies, pointed out by the authors themselves, 14% of unpub- 
lished RCTs favoured the new therapy compared with 55% of the 
published ones (1 5). 

A manuscript guideline in Diahetologia stated simply that reports 
with negative outcomes were not desired (16), and a journal replied: 
"The editorial board regrets to inform you that the abundance of 
paper submitted for publication makes it impossible for us to use 
space to publish "negative trials"" (1). 

The null hypothesis was rejected in 97% of 294 articles in psy- 
chological journals (17), and in all medical experiments in a medi- 
cal journal (18). In 62% of reports of RCTs in gastroenterology, 
a significant difference between the treatments was found which 
favoured the control (established treatment or placebo) in only 5 
of 191 positive trials (19). A significant difference was reported 
in 33% of 218 cancer trials, half of which were randomized; the 
chance of a favourable conclusion was not related to endpoint or 
sample size (20). A significant difference in effect appeared in 
34% of 68 reports of newly introduced analgesics and NSAIDs 
(21), and in 38% of 196 NSAID trial reports (6), although all of 
these trials compared active drugs. 

However, medical progress is rarely that successful (22), and this 
preponderance of positive results would definitely not be expected 
in NSAID trials with a median sample size per group of 27 (6), that 
compared active drugs in a highly fluctuating disease (23, 24) with 
a large interobserver variation (25-30), and with diurnal variation 
(27-34). In fact, differences between NSAIDs seem to be negligible 
compared with other sources of variation (35, 36). 

In a meta-analysis of grip strength, I initially found no evidence 
of important publication bias favouring the new NSAID over the 
control drug (9). The differences between the drugs showed the 
expected symmetrical funnel pattern (37) and there was no over- 
representation of small trials with large differences that favoured 
the new drug (Fig. 1). However, although there was no difference 
between the drugs, the authors reported significant differences in 
favour of the new drug in 12 of 175 trials, or more often than 
expected (p<0.01), but only 4 significant differences in favour of 
the control drug, as expected (2.5% of 175). This suggests biased 
data analysis (6, 9). 

Assuming negligible differences between NSAIDs (6, 8-10, 35, 
36), the number of trials in which all significant differences in effect 
favoured the new drug should be similar to the number in which all 
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A grip strength, mmHg 
Fig. 1 Sanrple size ofNSAID tricr1.s in rlielo~rcrtoicl crr'thritis wlcrtc~d to ci~$?r- 
er1c.e in grip str~er~gth hentvcvi tiell' cI1.1rg crnd c,orrtrol dr.lrg, a )  70 crosso1,er 
tr'ial.~, h )  29 tr,icr/.s ~vit/i ptrrcr//r/ ,grolr/?.s. /?c~[~ro(/rcc~rc/ ~cyith perr?ii.s.siori (9 ) .  

Sample sizelgroup 

differences favoured the control. This was not so, since 53 and 12 
trials were identified. respectively (p < 0.0001, sign test). However, 
if the newer drugs had been more effective, one would expect more 
significant trials, the larger the sample size. Nor was this the case; 
in 109 crossover trials which compared only tivo active drugs, the 
proportion of positive trials was unrelated to sample size (Table 1, 
p = 0.33, Mann-Whitney test). 

Out of a total of 1,545 effect variables in 196 NSAID trials (6) .  
significant results in favour of the new drug were claimed for 184 
( 1  1.9%) and in favour of the control drug for 29 ( 1.9%). The latter 
result is close to the expected 2.5%, assuming equally effective 
drugs, especially if allowing for omission of some significant re- 
sults in favour of the control drug (6). Thus, bias seemed to have 
caused approx. 80% ( ( 1  1.9-2.5)/11.9) of the significant differences 
in favour of the new drug. This means that publication bias is not 
simply a matter of selective submission and acceptance of correct 
positive results, but may predominantly be caused by biased data 
analysis (6). Most of the significant results in NSAID trials seemed 
to have been caused by bias, and the majori~y of the remaining by 
type I errors. 
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Szlggesfioils for avoiding p~tblication bias 
Trials planned to be large would be expected to become published 
irrespective of the result because of the effort and number of people 
involved. Unfortunately, most trials are very small (19-21, 38-45), 
which may be defensible for phase 2 trials, perfo~med when little 
is known of a drug. However, the median number of patients per 
treatment group was only 27 in the NSAID trials (6), although all 
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were phase 3 or 4 trials. 
When interim analyses are made without being reported (46), 
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and without adjustment of the significance level, the likelihood of 
publication of false significant results increases. Peto et a1 stated 
simply that "significant results from small trials are often wrong" 
(47). Similarly, single investigators in a multi-centre trial should 
not be allowed to publish their own results (6, 11, 48). 

It is unethical to publish misleading results (49). Hence, it is 
not defensible to do phase 3 or 4 trials that are too small to give 
a reliable answer about the value of a drug, since the population 
of published results would be expected to become misleading be- 
cause of publication bias. To reduce the risk of introduction of 
unnecessary or even harmful therapies (20), the ethical committees 
and the drug agencies should be concerned with statistical aspects 
of proposed trials. Sample size calculations are often missing (21, 
43, 44, 50-53), but it would be simple to ask for them. 

Registers of clinical trials could be made obligatory, and com- 
parison of published and unpublished reports from such registers 
may be valuable (13). 

Bias in data analysis may be limited by blinding (6). 

Inflation of the sample of reports 
A sample of reports is inflated if it contains multiple publications of 
the same data. Among 244 reports on NSAID trials, I identified 44 
(18%) as multiple publications (5, 7). The fact that they had been 
published elsewhere was not noted in 32 of the 44 reports. In six of 
the 31 trials involved (some trials were published more than twice), 
multiple reports were only revealed after thorough cross-checking 
by authors, drugs, and results, and they might therefore be mistaken 
for separate trials in a meta-analysis (7). In fact, before performing 
two subsequent meta-analyses (8, 9), I found one further case of 
multiple publication which was overlooked previously since both 
reports had only one, but a different, author. 

Bias caused by inflation would be avoided if authors adhere to 
the Vancouver code (54), with proper cross-references. 

REFERENCE BIAS 
If reference lists in reports particularly reflect the authors' preju- 
dices, collecting reports by means of reference lists may lead to a 
biased sample. 

A bias towards a selection of positive references on the new 
drug was demonstrated for the NSAID trials. There was an over- 
representation of reports which in their reference lists contained 
a higher proportion of references with a positive outcome for the 
new drug than among all articles assumed to have been available 
to the authors, both when the language was disregarded (p < 0.01) 
and when only references in English were considered (pc0.05) 
(5). 

The reference bias was not caused by overrepresentation of 
highly cited journals among reports with a positive selection of 
references, and it was at its highest when the authors had had many 
articles to choose from (Table 2). The reference bias was caused 
mainly by a biased selection of references on indomethacin, the 
most common control drug. Thus, the more an area has been re- 
searched, the more self-confirmatory the conclusions may become. 

Since there was no trend towards a positive selection of reports 
in a MEDLINE search or in the lists provided by the companies 
on their own drug (5), an extensive literature search along these 
lines may diminish or eliminate the influence of reference bias on 
the reports sampled. 

In an analysis of the references of 53 articles on adverse reac- 
tions to phenylpropanolamine, some evidence of bias against the 
drug was found with relatively fewer citations to human safety 
studies (counter-hypothesis literature) than to similar reports of 
adverse drug reactions (55). Case reports received an average 
of 4.05 citationslreference, human experimental studies 2.94 ci- 
tationslreference. However, no analytical statistics were presented 
in support of the suppo:ed bias, and even assuming an overrepre- 

Table 1. Number of crossover trials in whicll all significant differences in 
effect favoured the new drug, related to sanlple size (p=0.33, Mann-Whitney 
test). 

No. of patients 
No. of positive Total no. of 
trials trials 

Total 28 109 

Table 2. Number of articles with positive, neutral, and negative selection 
of references to the new drug in relation to rntnzber of possible references. 
Reproduced with permission (5). 

Positive Neutral Negative Bias not 
selection selection selection possible Total 

1-3 possible references. . .  5 5 4 26 40 
4-7 possible references . . .  16 3 11 8 38 
2 8 possible references . . 23 2 7 1 33 
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sentation of similar reports, this does not necessarily reflect bias, 
since the two types of articles are quite different, and the authors 
may simply have felt that case reports were slightly more relevant. 

In future work on reference bias, meta-analyses of reports ob- 
tained mainly by reference lists could be compared with those made 
after extensive searches. Review articles and book chapters might 
also be examined for reference bias. 

QUALITY OF DESIGN 
Randomization 
The randomization method is rarely reported (6,43,44,50-53). Re- 
quests for clarification may produce laconic replies like "the com- 
pany did it", "in blocks of ten", or "source material no longer avail- 
able" (8). Everybody involved seems to assume that the method 
was correct and too unimportant to bother about. However, if the 
blinding of the randomization process is lost, eg if packages are 
labelled A and B (6), selection bias may result (56). 

Blinding 
The te rn  "double-blind", typically viewed as a guarantee of im- 
munity to bias, is used too freely. Trials called double-blind are 
not always so (6, 8, 57) or may become unblinded (58-61); 8% of 
the NSAID trials were probably not truly double-blind (6). 

Information on the method is often lacking (6, 43, 51-53) and 
the efficiency of the blinding is practically never tested (6,42, 50). 
However, in 34% of the NSAID trials, matching capsules were 
used (6) which may easily be opened by the patients. Further, it 
was stated in only 1% of the reports that none of the patients had 
had any experience with the drugs before, although the commonest 
controls, aspirin and indomethacin, have characteristic side-effects 
such as tinnitus and headache, respectively (62), which may easily 
be recalled. Hence, a trial may be biased if patients exposed to the 
control drug previously tend to be dissatisfied with and recognize 
this drug. 

The efficiency of vaccinating a trial against bias should be tested, 
as recommended by the International Committee of Medical Journal 
Editors (63). 

Recruitment 
Reject logs are rarely reported (50) and none of the NSAID reports 
described eligible patients who were not entered in the trial (6). 
Thereby it may become more difficult to generalize the results, 
since patients volunteering for a trial are often quite different from 
those who don't (64). 

Dose-response bias 
If we compare a drug with itself, in two different doses, the situa- 
tion depicted in Fig. 2 may arise (65). Dose A is preferable to B 
since it gives a similar effect with fewer side-effects. This would 
not lead us to conclude that the drug is better than itself. However, 
when A and B are two different drugs, we tend to conclude that 
A is better than B, although we only know that given the chosen 
doses A performed better than B. 

Medical companies probably focus most on the effect when the 
very first drug within a therapeutic area is developed. Later, they 
would try to reduce the side-effects; in fact, new molecular ana- 
logues are often claimed to be as effective as the standard drug 
but with fewer side-effects (8, 42). Such claims may be caused by 
dose-response bias, ie a bias due to comparison of nonequipotent 
doses (65, 66). This bias may also occur when the true difference 
between the drugs is of the same magnitude for both the effect and 
the side-effect measure. For instance, if the side-effect measure is 
more sensitive (67) than the effect measure, the conclusion could 
be that the new drug is "equally effective", with significantly fewer 
side-effects. 

It is therefore unsatisfactory when the method of side-effect reg- 
istration is not reported, as in more than half the NSAID trials (6). 
A11 39 trials with a significant difference in side-effects favoured 
the new drug (6). As discussed later, this is probably to some 

Fig. 2. Theoretic dose-response curves for the effect and a side-effect, re- 
spectively, of a drug. A and B indicate two diSferent dose levels. Doztble- 
arithmetic plots. 

extent caused by biased data analysis. Further, since side-effects 
of both aspirin and indomethacin are clearly dose-related within 
the dose range used in NSAID trials (62, 68, 69), the control drugs 
might have been relatively overdosed. This hypothesis is supported 
by analyses of dose-response relationships in NSAID trials, which 
have shown little or no increase in effect at the higher doses (8- 
lo), and by the fact that aspirin seems to be effective in a relatively 
low dose, 3.6 g daily (70). Most important, however, these false 
or true differences in side-effects did not seem to matter, since the 
patients preferred indomethacin similarly often as the new drugs in 
a meta-analysis of 1,262 patients (8). 

Choice of dose was motivated in only 14% of the NSAID trials, 
and in only 2% for both drugs (6). Reference to randomized dose- 
response studies was only made in 1%. The dose ratio often varied 
with a factor of two or more in repeated comparisons of the same 
two drugs, again suggesting the existence of a dose-response bias 
in some trials. 

The use of more than one dose level in a drug trial is recom- 
mended (65,71,72), preferably for both drugs. Contrary to popular 
belief, the sample size does not increase by 50% with an extra dose 
level, since more powerful statistical methods can be used. Should 
there be no difference between the two doses (which is an impor- 
tant information!), then, with the same total number of patients, 
the power of the study would decrease only little compared with 
the usual randomization, with half the patients on each drug (47, 
72). 

Multiple outcomes 
"Investigators seem to have settled for what is measurable instead 
of measuring what they would really like to know." (Edmund D. 
Pellegrino, cited in (73)). When many effect variables are used and 
no main variable is chosen, the risk of bias and circular evidence is 
obvious. For instance, a variable may be chosen as main variable 
after the trial because a significant difference was found, reasoning 
that the variable is useful and relevant because of its discriminatory 
ability. In articles from major journals, a median of 6 endpoints 
was noted; a main variable was indicated in only a quarter of the 
reports (49 ,  and in less than half in another survey (44). More 
than 70 different variables were reported in the NSAID trials; the 
results sections had a median of 8 (6). A main variable was selected 
beforehand in only 6% of the trials; in some other reports, it did 
not appear before the discussion section. 

There is no agreement as to which variables should be used 
when evaluating the effect of NSAIDs (23, 71, 74-79). In reports 
on drug trials, and in methods articles (25, 80, 81), tautologies and 
circular reasoning are not uncommon, mainly because of lack of 
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testable hypotheses (82, 83). The most common variable, found 
in 81% of the NSAID trials (6), was grip strength. In a meta- 
analysis (9), the median grip strength was 133 mm Hg, but the 
difference between new drugs and control drugs was only 1 mm 
Hg, and the full dose of a drug was not significantly superior to half 
the dose (difference of 3.5 mm Hg). The drugs were significantly 
better than placebo, but the difference of 12 mm Hg was less than 
what most rheumatologists considered to be of relevance. Thus, 
the most common variable, although easily measurable, appeared 
to be superfluous. 

The reporting of the erythrocyte sedimentation rate (ESR) var- 
ied (6). It appeared as an effect variable in some reports, and as 
a laboratory measure, like haemoglobin, in others. In yet others, 
in which the ESR appeared as a laboratory measure in the meth- 
ods section, but as an effect variable under results, there was an 
overrepresentation of significant results (p = 0.006) which usually 
favoured the new drug over the active control (p = 0.06) (6). Thus, 
the interpretation of the ESR seemed to be related to the trial's 
outcome for the new drug, despite convincing data showing that 
NSAIDs have no effect over placebo on the ESR (80, 84-88). 

It is noteworthy that the effect variables presented in the methods 
and the results sections were all the same in only 51% of the NSAID 
trials (6). If variables are deleted from both sections, bias caused 
by interpretation of variables in the light of the results obtained 
may escape detection. In fact, inconsistency in the total number of 
variables reported was found in no less than five of the 31 trials 
subjected to multiple publication (7), which shows that such a bias 
is a real possibility. 

Utility measures 
Effect and side-effects are inseparable when symptomatic treat- 
ments are compared. A patient with severe pain may prefer a drug 
with side-effects if it helps. Since the aim of pragmatic trials is 
to decide which drug should be preferred (89), an overall utility 
measure seems most relevant as the main outcome variable. If not 
used, access to the results might bias the relative weighting of ef- 
fect and side-effects (6). Further, when all that happens after the 
randomization is expressed in a utility or preference (8, 90, 91), it 
becomes easier to include withdrawals in the analysis. Also, the 
decision about whether a patient stopped due to lack of effect or 
because of side-effects, which may be difficult (92), would become 
irrelevant. 

Patient preference was used in two-thirds of the crossover tri- 
als of NSAIDs (6). In a meta-analysis of patient preference in 
indomethacin trials, withdrawals were included under different as- 
sumptions (8). There was little evidence that the newer NSAIDs 

-100 -50 0 +50 +loo% 
Therapeutic gain 

Fig. 3. Difference in the proportion ofpatients preferring a new NSAID and 
the proportion preferring indomethacin (therapeutic gain) in 34 crossover 
trials (N = satnple size minus number of withdrau~als). Arrows mark hvo 
ozirlying trials. Reproduced with pernzission (8). 

were better than indomethacin (Fig. 3); the best estimate of the 
difference in the proportion of patients who preferred the new drug 
and the proportion who preferred indomethacin was 5%. Interest- 
ingly, the two outlying studies were the only ones which I had not 
believed, due to other factors than their recorded patient prefer- 
ences, in my previous analysis of NSAID trials (6). 

Few trials with parallel groups used a similar utility measure (6), 
and it was also rarely reported in other surveys (42, 93). 

QUALITY OF STATISTICAL ANALYSIS 
In reviews of statistical analysis in medical research reports, fre- 
quent deficiencies and occasional errors (6, 41, 52, 94-102) and 
bias (6) have been reported. Some reviews are themselves ques- 
tionable; in an editorial comment it was noted that the authors 
apparently had started out with the attitude that "each study was 
guilty of various errors and each had to prove beyond a shadow of 
doubt that in fact it was innocent" (103). 

Bias in data analysis 
Data analysis is to some extent subjective, as illustrated by the 
controversy over the University Group Diabetes Program trial (73). 
Choices must often be made, eg because of missing data and pro- 
tocol violations, and one may use absolute values, change, percent- 
age change, or geometric mean percentage change from baseline, 
or other transformations. Interestingly, discrepancies in analysis of 
potential importance for the interpretation of the report were found 
in 12 of the 31 NSAID trials published more than once (7). 

In a letter from the Research Headquarters of a company to its 
local clinical trials monitor, it was argued at length that several 
side-effects might not be caused by the company's drug. The letter 
concluded: "Thus, even if one would admit that (the company 
drug) was not totally devoid of side effects, it would seem that only 
those in (two patients) might be attributable to (the company drug)". 
"On the other hand, there is little doubt that at least eight patients 
showed characteristic indomethacin side effects". The letter ended: 
"I am virtually certain that on close scrutiny of his data, Dr. (X) 
will arrive at the same conclusion - if he has not done it already". 

The letter is the only example I have of internal company cor- 
respondence, received due to a request for information on with- 
drawals (8). The letter may be atypical, but, if not, it may explain 
why new drugs often appear to be better tolerated than control 
drugs. Further, such bias would tend to delay the time till atypical 
side-effects of new drugs become known. It gives food for thought 
that discrepancies between different reports in number of patients 
with side-effects or in number of side-effects were noted in five of 
the 31 NSAID trials that were subjected to multiple publication. 
They were inexplicable in four of them (7). 

At a consensus conference in 1984, 31 of 36 academics agreed 
that in an industry sponsored trial, the manufacturer should not 
perform the final data analysis, whereas only 6 of 46 industrial 
representatives had the same opinion (104). However, since statis- 
ticians outside the industry may also be biased (73), double-blind 
trials should have blinded data analysis, which was used in only 
1% of the NSAID trials (6). 

A statistician who wishes to favour one drug over another has 
many options. Factors that may favour a new drug by increasing 
the number and the proportion of significant results in trial reports 
are listed in Table 3. Most of these were found and one or more of 
them were of importance in a quarter of the NSAID trials (6), but 
their relative weight could not be judged. In 12 of the trials (6%), 
significant results became nonsignificant on recalculation, and all 
errors favoured the new drug (6). In other surveys, claims based 
on erroneous results were found in 8% (96) and in 15% (97). 

Confidence intervals (105) are a good alternative to the pollution 
of the literature caused by obsessive and biased significance testing, 
since estimation of the true difference is more relevant than null 
hypothesis testing. 
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Self-selected blinding 
"There is none so blind as he who will not see" (106). Choice 
of a statistical test that assumes a less refined measurement scale 
than the one actually used may render significant results clearly 
nonsignificant and vice versa, depending on the cutpoint (107, 108). 

Loss of information on effect variables was found in 26% of the 
NSAID trials, in 10% to such a degree that data on a continuous 
scale were reduced to a bi- or trinomial scale before presentation 
and analysis (6). For side-effects, the severity was registered in 
26% of the trials, but usually only their frequency was analyzed. 
Finally, in lo%, no comparisons between, but only within the drug 
groups were made, ie only between baseline and subsequent values. 
In crossover trials, erroneous use of unpaired tests was noted in 
10% for effect variables. For side-effects, unpaired tests were used 
equally often as McNemar's test or similar tests. 

Such immense losses of information suggest bias, and I calcu- 
lated significant differences favouring the control drug in two trials, 
and strongly suspected that correct analysis would have favoured 
this drug in a further 7 (6). 

"Almost signz@cantM 
Confidence intervals or exact p values are rarely shown in negative 
trials (6, 19, 38, 43, 50-52), and the results are commonly inter- 
preted as no important difference. In the NSAID trials, reported 
p values in the interval 5-10% for effect or side-effect measures 
mostly favoured the new drug (p = 0.007) (6). Thus, the decision 
to report a p value in this interval seems dependent on which drug 
it would favour. 

Baseline comparability 
Despite the randomization, important differences between the 
groups may exist, especially in small trials. Stratified analysis or 
adjustment were used in 9% of the NSAID trials (6) and in 20% in 
another survey (45), but whether the decision to use these proce- 
dures was biased could not be evaluated. It may be an advantage 
to adjust for baseline differences (45, 53, 73, 89, 105, 109-112), 
but results without adjustment should also be shown to facilitate 
meta-analyses. 

Withdrawals 
The handling of withdrawals can have a major impact on the results 
(1 13-1 18). However, withdrawals are often insufficiently described 
and even their number may be missing in trial reports (6, 19, 44, 
50-52, 100). A distinction is often not made between patients 
withdrawn during the trial before the code is broken and patients 
excluded during data analysis, and the decision to exclude patients 

Table 3. Factors that may increase the number and the proportion of sig- 
nificatzt results favouring a new drug. Reprodrrced with permission (6). 

1. Design bias 
2. Selection of patients dissatisfied with control drug 
3. Choice of dose 
4. Selection of indices 
5. Selective reporting among many variables 
6. Ineffective blinding 
7. Choice of statistical methods or no statistics at all 
8. Handling of withdrawals 
9. Handling of missing data and other uncertainties 

10. Change in measurement scale before analysis 
11. Choice of adjustment depending on result 
12. Uneven distribution of prognostic factors 
13. Wrong sampling unit for effect and side-effects 
14. Wrong interpretation of within-groups analyses 
15. Repeated testing on several groups or over time 
16. Subgroup analyses 
17. Selective reporting of 0.05<p<0.10 
18. Omission of significant results favouring the control 
19. Wrong calculation 
20. One-sided testing 
21. Fraud 
22. Publication bias 

is almost never blinded (6, 118). Withdrawals were retained in 
the analysis of only 5% of the NSAID trials (6) according to the 
"intention to treat" principle, which is recommended to prevent bias 
(44, 47, 89, 113, 116-122). Correspondingly, withdrawals should 
he included in meta-analyses (8). Among NSAID trials published 
more than once, two were found in which patients who did not 
conform to the trial plan were not only omitted from the analysis, 
but from the entire publication (7). Thus, reports which do not 
mention withdrawals or exclusions, or that there were none, may 
he less reliable. 

Wrong sampling unit and doubtful scale for effect measures 
Use of a wrong sampling unit (123) violates the statistical assump- 
tion of independence between the observations. It may erroneously 
inflate the sample size, or may give undue weight to the results of 
one or a few atypical patients. Further, the assumptions for the 
measurement scale may be wrong, eg a patient with only one af- 
fected joint may have more pain than one with 20 affected joints. 

In 63% of the NSAID trials (6), statistics on a wrong sampling 
unit for an effect variable were noted, most often as the average 
number of affected joints or the average of Ritchie's index (joint 
tenderness for 26 groups of joints is scored 0 to 3 and added) (25). 
Many joint indices were unexplained, which raises a suspicion of 
bias caused by construction of an index that "suits" the data. 

The inflation record is held by a study, in which the sample 
size increased from 58 patients to 3,944 joints, and a p as low as 
0.979126~ was reported (6). 

Wrong sampling unit for side-effects 
In 39% of the NSAID trials, the number of patients with side- 
effects was not shown (6). A wrong sampling unit was used in 
23%, mostly as incidence of separate side-effects, which in some 
trials resulted in 2-3 times as many side-effects as patients. This 
erroneous practice strongly disfavours the two commonest control 
drugs, indomethacin and aspirin, due to their conspicuous central 
nervous system side-effects, in addition to the gastrointestinal prob- 
lems common for all NSAIDs (62). The occurrence of dyspepsia in 
228 patients treated with indomethacin, usually 75 or 200 mg daily 
(68), was not dose-related (6% versus lo%), whereas headache 
clearly was (8% versus 36%) (69). 

Wrong sampling units seem sometimes to be used on purpose to 
bias the results (6). 

Regression towards the mean 
Patients with a chronic fluctuating disease would be expected to 
enter a trial in bad periods, and thus improve independent of therapy 
(124). Similarly, when the worst affected joints are selected for 
examination (6), the trial will tend to show "improvement" in these. 
Due to this regression towards the mean effect (125, 126) and to 
patient and physician expectation, a claim of drug effectiveness in 
trials without a placebo control may be questionable. Such claims 
were made in 60% of the NSAID trials; however, the patients also 
"improved" on a randomized placebo (p = 0.01) (6). 

Infiation of the type I error 
The number of significant results in research reports will tend to 
become inflated when tests adequate only for two groups, such as 
the t-test, are used in trials with repeated looks over time or with 
several drugs or doses without adjustment of the significance level 
(127, 128). Inflation was noted in 23% of the NSAID trials (6), 
and in 17% (129) and 18% (45) of reports in other surveys. 

Intake of test and rescue drugs 
A varying intake of test drug might be acceptable in a pragmatic 
trial (89), whereas a differential intake of rescue drugs (eg anal- 
gesics in NSAD trials) may confound the comparison of the test 
drugs. Since drug intake is dependent on the trial's outcome for 
each patient, one cannot control for it by adjustment procedures, 
and misinterpretations may occur. If, for instance, the serum con- 
centration of a drug is related to its effect, one may find that the 



lower the concentration, the larger the effect, but the explanation 
could be that patients in good periods take less of a toxic drug. 
Intake of drugs should be documented, which it rarely is (6, 50). 

Bias in conclusion and abstract 
Summarizing a report into an abstract involves judgement and ex- 
clusion of information. Data analysis is a similar process. There- 
fore, when an abstract is clearly biased, it is difficult to have much 
confidence in the rest of the report. 

Doubtful conclusions were found in 72% of 149 analytical stud- 
ies published in leading journals (95) and in 31 of 45 manuscripts 
on clinical trials submitted to the British Medical Journal (52). The 
abstract was misleading in 9 of 45 trials in surgery, and the con- 
clusions were not supported by the data in 11 (100). In two-thirds 
of 171 reports on jejunoileal bypass for obesity, uncertainty was 
expressed about its advisability; however, among the remaining 
reports, more fatal cases occurred in the trials with a positive at- 
titude (p < 0.10) (130). In a study of comparative trials, relatively 
fewer nonsignificant results were included in the summaries than 
significant ones (odds ratio 1:9.2) (45). 

In the NSAID reports, significant results were omitted from the 
abstract more often when they favoured the control drug (p = 0.08) 
(6). Doubtful or invalid statements were noted in the conclusion 
or abstract of 76% of the reports. In 82 reports (42%), bias in 
the conclusion or abstract consistently favoured one of the drugs, 
which was the control drug in only one report and the new drug in 
the remaining 81 (p = 3 . 4 ~  (6). Among multiple publications, 
the conclusion became more favourable for the new drug with time 
in three trials in which the conclusion varied (7). 

It is  difficult to view the average NSAID trial report as much 
else than an advertisement for the new drug. 

READER BIAS 
A review of others' work is to some extent subjective and I might 
have been preconceived towards finding bias in favour of the new 
drug. Therefore, I searched especially carefully for bias in favour 
of the control drug but the yield was poor, and the amount and 
varieties of bias in favour of the new drug was so enormous that 
reader bias could hardly be the only cause (6). Blinding of the 
drugs before reading the NSAlD reports would probably have been 
futile, since it would anyway have been easy to guess which drug 
was new (5). 

I hope I have presented my results in a way that enables the 
reader to draw his own conclusions. 

GENERALIZATION O F  THE FTNDINGS 
"Rheumatology offers medicine a unique opportunity for study of 
the methodology of clinical therapeutic trials" (131). 

Do  NSAID trials reflect the state of the art for randomized clini- 
cal trials, or is it a disaster area of clinical research? Unfortunately, 
there are several indications that the findings may be generalized, 
at least to some extent. Although surveys of trials in other areas 
have mainly been descriptive, similar results have been reported, 
eg  a preponderance of positive outcomes and invalid conclusions. 
However, the mechanisms producing a biased literature need not be 
the same. In cancer trials, for instance, the lack of formal stopping 
rules with adjustment of the significance level may be important 

(46). 
Extensive analytical reviews of other research areas should be 

performed to see whether the findings from the NSAID trials may 
be confirmed; to detect special biases, typical for the area in ques- 
tion; and to diminish the risk of biased meta-analyses. 
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INTRODUCTION 
Despite gallstones have been known from ancient time (Beal1984), - - 

several uncertainties concerning frequency, clinical importance, 
and distribution of the condition remain. 

When the present study started in 1982, the prevalence of gall- 
stones in living populations had been assessed by screening pro- 
cedures only in a Welsh community (Bainton et a1 1976), in two 
American Indian tribes (Sampliner et a1 1970, Williams et a1 1977), 
and in a small rural Caucasian settlement in Canada (Williams & 
Johnston 1980). Mostly, gallstone prevalence was estimated in liv- 
ing populations simply by asking subjects whether they ever had 
suffered from gallstones (Friedman et a1 1966), hereby identifying 
less than half of the total number of cases (Bainton et a1 1976), or 
in autopsy studies (Brett & Barker 1976, Lindstrom 1977), where 
the prevalence could be overestimated as compared with a living 
population due to the association between gallstones and coronary 
heart disease (Bergman et a1 1968) and cancer (Lowe?lfels 1980). 

Symptoms and gallstones. The presence of upper abdominal 
symptoms, normally including pain, is the most common reason 
for treatment of gallstones; but which abdominal symptoms are 
specific to gallstones? Most of the literature describing abdominal 
symptoms in patients with gallstones does so without using a con- 
trol group (Lund 1960, Bouchier et a1 1968, Gunn & Keddie 1972). 
Screening studies have shown no substantial association between ., 
the presence of gallstones and upper abdominal pain or discomfort 
(Price 1963, Bainton et a1 1976), but not much emphasis was given 
to a description of pain characteristics. 

Factors associated with gallstone prevalence. Most studies on 
this subject are based on materials of clinical gallstones (mainly 
cholecystectomised subjects), which make up less than half of the 
total gallstone prevalence. It is questionable whether these pa- 
tients with clinical gallstones are representative of the total gall- 
stone population or whether a selection takes place. The iatrotropic 
stimulus may differ widely in subjects, and doctors may have differ- 
ent attitudes to examine subjects for gallstones, maybe depending 
on the presence of characteristics claimed to be associated with gall- 
stones (van der Linden 1961). Already in 1946, Berkson warned 
against the use of hospital materials for epidemiological research, 
as the relative frequency of diseases in a group of patients who 
had entered the hospital differed from that of the whole population 
served by the hospital. This theoretical objection, called Berkson's 
fallacy, was later demonstrated empirically (Roberts et a1 1978). 
It. therefore. seems reasonable to re-evaluate what factors are as- 
sociated with gallstones, looking at gallstone prevalence in random 
populations. 

In this thesis, results from the cross-sectional part of a planned 
cohort study of gallstones (I) are related to the problems outlined. 

MATERIAL AND METHOD 
2.1 SAMPLING AND INVITATION 
The cohort of this study was an age- and sex-stratified random 
sample, comprising 4,807 men and women, born in 1922, 1932, 
1942, and 1952. The cohort was drawn from the National Central 




